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Abstract. Driving behavior emerges from the intricate and complex interactions
between the driver, the vehicle and the environment. The purpose of a behavioral
model is to explain and to predict the human behavior. For the construction of this
kind of models, mathematical and Artificial Intelligence techniques have been
tested. Some constraints of the system are 1) the supervision and monitoring of
the driver-vehicle-environment system is a complex problem due to particularities
such as stochastic, personal and dynamic. 2) The solution must be based on a non-
intrusive system and 3) able to diagnose and predict hypovigilance from
peripheral on-board sensors. The proposed diagnosis system is based on
intelligent signal processing algorithms and real time methodologies as the
Wavelets analysis and the Support Vector Machines learning approach for density
estimation. In this paper, we search to accomplish the requirement of a faster and
robust algorithm, able to work in real time. Results are validated using driver's
data in real conditions. The framework of this study is the European research
project SENSATION.

1. Introduction

Human factors, as excessive fatigue, extended inattention or stress, have been the key
cause of many industrial accidents. Most nuclear accidents (Chernobyl, Three-mile
Island and several US islands), the Challenger explosion, 40% of road accidents and,
according with the NASA, approximately 21% of the aviation incidents are fatigue
related, [1].

Driving is a complex behavior influenced by a wide range of factors in space and
time. Factors include goals, distraction, errors, expectancies, workload, attention.
traffic, vehicle safety features, automation level, fatigue, memory, capabilities, training
and experience. Driving behavior is conceptually considered as a complex system in

which the environment, driver and vehicle are influencing factors. An emerging driving
behavior could not necessary be linearly predicted. However, a context-aware system
could assist the driver in augmenting the probability of undertaking a safe behavior. To
detect drowsiness in a human being, physiological measures, such as brain activity, can
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be used. The main disadvantage of this kind of measures -despite their accuracy is the

contact requirement with the driver. For automotive systems, unobtrusive t
echniques

must be used. Further, the ideal system will detect the precursors to drowsiness at least

several minutes before onset, giving the driver time to rest or take another action. I
n

order to monitor both the driver and the road environment to detect hypovigilance in

real-time, it is necessary to integrate multiple parameters. Information 
on the road

environment, personalized driver characteristics and a
dvanced detection techniques

must be fused to create a robust system.

This paper is organized as follows: Section two gives an introduction to Wavelets,

Support Vector Machines for density estimation and CUSUM. Section three shows the

drowsy driver detection proposed methodology. In section
 four, obtained results on

driver's data in real conditions are presented. Finally, section five gives some

conclusions.

2. Background

2.1. Continuous Wavelets

Wavelets, [3], allow analyzing in time and frequency the behavior of
 a signal. They are

able to analyze non-stationary signals, in complement of the Fourier analysis that loses

the information of temporal localization. The Wavelets analysis is based on a

convolution of a Wavelet mothery which one dilat
es (s) and translates (7), see

equation 1, to have an approximation and a decomposition of the original signal.

1-1 (1)=)1(

S S

Wavelets are known to be efficient in representing piecewise smooth functions.

Away from singularities, the inner product between a wavelet (with a number of zero

moments) and a smooth function will be either zero or very small. At singular points, a

finite number of wavelets concentrated around the discontinuity lead to non-zero i
nner

products. This is in contrast with Fourier series where discontinuit
ies lead to many

larger coefficients. This ability of wavelets expansions to capture both smooth and

singular parts of a signal has been used in many applications, including denoising and

compression.

2.2. DiscreteWavelets

Calculating wavelet coefficients at every possible scale is a fair amount of work, and it

generates an awful lot of data. It turns out, rather remarkably, that if we choose scales

and positions based on powers of two - so-called dyadic scales and positions - then this

analysis is much more efficient and just as accurate. We obtain such an analysis from
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